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Convolution-Based Global Simulation Technique
for Millimeter-Wave Photodetector

and Photomixer Circuits
David B. Ameen and Gregory B. Tait, Senior Member, IEEE

Abstract—A fast convolution-based time-domain approach to
global photonic-circuit simulation is presented that incorporates
a physical device model in the complete detector or mixer circuit.
The device used in the demonstration of this technique is a
GaAs metal–semiconductor–metal (MSM) photodetector that
offers a high response speed for the detection and generation of
millimeter waves. Global simulation greatly increases the accu-
racy in evaluating the complete circuit performance because it
accounts for the effects of the millimeter-wave embedding circuit.
Device and circuit performance are assessed by calculating optical
responsivity and bandwidth. Device-only simulations using GaAs
MSMs are compared with global simulations that illustrate the
strong interdependence between device and external circuit.

Index Terms—Convolution, global simulation, millimeter-wave
photodetector, photomixer.

I. INTRODUCTION

M ILLIMETER-WAVE detection and generation circuits
using high-speed photodiodes are key components in

today’s optoelectronic-based communication and phased-array
antenna systems [1]–[4]. Circuits that utilize a planar
metal–semiconductor–metal (MSM) photodetector can provide
the necessary bandwidth, responsivity, signal-to-noise ratio,
and compatibility with monolithic optoelectronic integrated
circuits [5]. Global simulation offers a time- and cost-effective
means for optimizing the performance of complete MSM
photodetector or photomixer circuits. It is necessary to include
the embedding circuit in the simulation because the circuit
presents an impedance to the active device that affects perfor-
mance, with device parasitic capacitance and load resistance
being major contributors to impedance. At high-frequency
(HF) operation, both the device and circuit should be simu-
lated in their full time-dependent mode of operation so that
the full transient dynamics can be observed [6]. Dynamic
device modeling is required to account for the response of
carriers to HF signals. Although such simulations can be very
computationally intensive, the present technique achieves
accuracy with relatively low computational demand by using
an efficient convolution-based time- domain approach to circuit
simulation. Global simulation using a time-domain convolution
approach is in contrast to more conventional harmonic-balance
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or optimization techniques [7], [8]. In order to simulate the
dynamic operation of the device and its circuit, a physics-based
carrier-transport formulation is used to model the nonlinear
device, and an impulse response is used to characterize the
linear embedding circuit.

The key features of the global simulator presented in this
paper include advanced transport physics for the MSM Schottky
contacts, accurate modeling of the embedding circuit’s impulse
response, and effective digital filtering of the impulse response
for efficient convolution calculations. A description of the MSM
physical-device model and the global simulation technique are
given in Section II. Results from the simulation of individual
MSM devices are compared with results of complete photode-
tector circuits in Section III, illustrating the effects of the ex-
ternal circuit on overall performance.

II. SIMULATION

A. Device Model

The modeled device is a GaAs MSM photodetector with its
electrodes in the trench formation, as shown in Fig. 1, which
depicts a single MSM cell. This trench formation increases
the optical response speed since the transit distance is short
and the electric field is uniformly strong throughout the
active region [9]. The dimensions of the device include depth

m, substrate length m, half-contact length
m, and contact width m. The GaAs

has a donor background concentration of 3.510 cm
so that the depletion region extends throughout the substrate,
which maximizes the optical response speed. The net electric
field is essentially one dimensional and establishes the single
axis of carrier motion as the-axis. The cross-sectional area for
the photocurrent through the substrate is m . The
plane polarized light has wavelength nm, and enters
the substrate along the-axis. The cross-sectional area of the
substrate surface exposed to the light is m . The
Schottky barrier height for both contacts is 1.0 eV.

Carrier transport in the device is modeled through the
physics of the Boltzmann transport equation and Poisson’s
equation. Electron and hole currents are characterized by a
drift–diffusion formulation, and the current continuity equa-
tions including optical generation and carrier recombination
are solved self-consistently with Poisson’s equation. These
equations and the relevant GaAs material parameters are
identical to those used in [10] and [11]. Boundary conditions
are applied at the Schottky contacts. The nonlinear differential
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Fig. 1. Single MSM cell showing the substrate and contacts, a monochromatic
lightwave, and the electric fieldEEE due to the applied voltage.

equations are discretized using finite differences and solved
numerically using the Newton–Raphson iteration technique.
Time stepping is accomplished using a full backward implicit
scheme. Terminal current is computed at each time step, from
which the current amplitude at the fundamental frequency
is calculated so that the responsivity and bandwidth can be
determined for a specific set of device and circuit parameters.

In this study, the current density boundary condition is an
improved version of the combined drift–diffusion/thermionic
emission (DD/TE) approach [10]. For the Schottky barrier at
forward bias at , the current density is given by

(1)

where and are the magnitude of the electron
charge, electron density, electron density at equilibrium, frac-
tion of electrons that move out of the semiconductor, and surface
velocity of the electrons that move out of the semiconductor, re-
spectively. The electron thermal velocity is given by

(2)

where and are the Boltzmann’s constant, Kelvin
temperature, and electron effective mass, respectively. The sur-
face velocity of the electrons that move out of the semicon-
ductor is given by

(3)

in which is given by

(4)

and the effective electron drift–diffusion velocity is given
by

(5)

Parameters are evaluated at a point in the semiconductor just
inside of the contact. In this advanced boundary condition, the
fraction of electrons that move out of the semiconductor is
also considered, and is given by

(6)

The electron current density at , as well as the hole cur-
rent density at both boundaries, are given by equations similar
to (1).

The electron and hole current continuity equations contain
a net carrier recombination term and an optical carrier gen-
eration term. The recombination rate is characterized by a
Shockley–Read–Hall model [12] given by

(7)

where is the intrinsic carrier density, is the hole density,
and are the electron and hole lifetimes, respectively (which,
in this study, are set equal to each other or ), and

and are the electron and hole trap constants, respectively.
The optical generation rate is given by [13]

(8)

where is the incident light intensity, is Planck’s constant,
is the frequency of the 800-nm light, the reflectance ,
the light absorption coefficient cm , the mod-
ulation index , and is the optical carrier modulation
frequency or difference frequency from the optical heterodyning
of two carrier lasers. With these parameter values, the external
quantum efficiency is 16%.

Carrier mobility can be modeled by either the field-indepen-
dent or field-dependent approaches [12]. The field-dependent
mobility model is recommended for the high electric fields en-
countered in MSM photodetectors, provided the device length
is sufficient for carrier energy to reach a steady state with the
local electric field and lattice scattering. However, at very high
modulation frequencies, the carrier energy may not reach such a
steady state with the local field, and this nonsteady-state trans-
port might be more closely modeled by field-independent mo-
bility. The low-field values of mobility for electrons and holes
are 7200 cm/V-s and 380 cm/V-s, respectively, in the GaAs
material.

The accuracy of the device simulator was calibrated by com-
paring simulation results for dc current–voltage characteristics
of Schottky and MSM devices with experimental data in the lit-
erature [14]. Further calibrations were conducted by comparing
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Fig. 2. Photodetector circuit with MSM device.

simulated versus measured optical responsivities of an MSM
device illuminated by an unmodulated light carrier. Compar-
isons using the field-dependent mobility model were excellent
in these test cases. Therefore, we use the drift–diffusion model
with field-dependent mobility for carrier transport in this paper.
These models should remain valid for optical signals modu-
lated up to 100 GHz, and mark an improvement over quasi-static
models.

B. Global Model

The global model for the photodetector circuit consists of the
device integrated into its linear embedding circuit, as shown
in Fig. 2. A bias tee is used to separate the HF and dc sig-
nals so that only the HF signals generated by the photodetector
are delivered to the load resistance. The load resistance is
taken to be matched to the transmission-line impedanceat
the millimeter-wave output. A small portion of the HF signal

is carried by the branch with the parasitic capacitance
, while the main current component is carried by the

branch with the load resistance. The parasitic capacitance
models inter-electrode and other stray capacitance effects ex-
ternal to the device active region. It does not include the intrinsic
device capacitance that is part of the varying electric field and
dynamic carrier transport calculated by the numerical device
simulator. As the frequency is increased, more signal is shunted
through the parasitic capacitance. The output from the circuit is
that portion of the signal that is carried in the load resistance and
is the primary quantity sought through the global simulation.

The linear embedding circuit creates an impedance pre-
sented to the terminals of the device. The impulse response func-
tion is calculated once by performing an inverse fast Fourier
transform (IFFT) on the embedding impedance function

(9)

The relationship between device terminal current and
voltage as a function of time can be determined by

performing a convolution that includes the impulse response
function

(10)

In general, due to the distributed reactive nature of microwave
circuits, the embedding impedance can be determined in the fre-
quency domain directly from microwave measurements or elec-
tromagnetic-field simulators that solve Maxwell’s equations in
three dimensions, such as HFSS.1 This process only needs to
be performed once for a given embedding circuit. A simpler
approach for determining the embedding impedances is used
in the present study by making an equivalent circuit model of
the actual circuit (Fig. 2). The equivalent embedding circuit
impedance is

(11)

where is the complex angular frequency. Typical values for
the passive elements are used to generate the impedance func-
tion. These include load resistance , bias-tee capaci-
tance pF, bias-tee inductance nH, and parasitic
capacitance fF. The final impedance function is dis-
cretized, with the impedance samples given by

(12)

where the frequency , and the impedance values are
calculated up to the Nyquist frequency ( ) with the Nyquist
frequency being one-half of the reciprocal of the time step used
in the device simulator.

By taking the IFFT of the impedance samples, the dis-
crete-time impulse response for the embedding circuit is

1High-Frequency Structure Simulator (HFSS), rel. 5.6, Hewlett-Packard
Company, Santa Rosa, CA, 2000.
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generated. Since the frequency step must be small enough
to avoid aliasing effects in the impulse response, a large
number of impedance samples are required. Therefore, the
corresponding number of discrete-time impulse
response samples is large, on the order of 10–10 . In order
to achieve a faster global simulation, the impulse response
sequence could be truncated, which could limit the accuracy of
the simulation. However, an asymmetric Kaiser filter [6] can
be used to reshape and taper the impulse response to preserve
accuracy, with the filter function given by

(13)

where and are shaping factors, is the truncation
index for the sequence, is the modified Bessel function, and

is the filter weight for the th impulse response sample. The
filtered sample is calculated by multiplying the unfiltered
impulse response sample by its filter weight . The ad-
vantage gained by filtering is that is on the order of 10–10 ,
which is up to two orders of magnitude smaller than the original
impulse response sequence. To show that the filtered impulse
response samples preserve the original embedding impedance
function, it is necessary to transform the filtered impulse re-
sponse back to the frequency domain and compare the recon-
structed impedance function with the original. The shaping fac-
tors in (13) are adjusted to give the best possible reproduction
of the original embedding impedance.

The discrete convolution used in the global simulator is given
by

(14)

where represents the time-step level ( ) and and are
the terminal voltages and currents of the device. Equation (14)
is in fixed-point iteration form, and theth current sample is
separated from the other terms becauseis the only unknown
current sample. To speed the iterative process, the unknown
can be approximated by the linear extrapolation

, provided the time step is sufficiently small. The global
circuit algorithm steps are as follows:

Step 1) predict the device current for the present time step
based on the known previous currents;

Step 2) use the discrete convolution to generate the device
voltage for the present time step;

Step 3) use the device simulator with the device voltage
from step 2) to calculate the corrected current;

Step 4) check the percent difference between the prediction
and correction for ;

Step 5) iterate if necessary.

Fig. 3. Comparison of frequency response for 1- (—�—) and 10-V (— —)
dc-bias voltages.

Experience to date has shown that step 5) is usually not nec-
essary for the small time steps typically used in device sim-
ulations, which greatly speeds the global simulation.

III. RESULTS

A. Device-Only Simulations

Simulations are first run with the device alone, under con-
ditions of an applied constant dc voltage bias and a modulated
light carrier incident on the device. The conventional-growth-
temperature (600C) GaAs material used in this study is charac-
terized by a long carrier lifetime s [15], [16]. The re-
sults are presented in Fig. 3 through a comparison of frequency
response curves for two values of applied bias voltage (1 and
10 V). The incident light intensity is 1 kW/cm. The low-fre-
quency responsivity is approximately 0.22 A/W for both bias
voltages.

Bandwidth for the device simulations are dependent on transit
time and the effective carrier lifetime, with the shorter time
being the major factor in determining bandwidth. Transit time
is affected by the mobility model, applied bias voltage, and
screening of the electric field by excess photogenerated charge
carriers. At 1-V dc bias in Fig. 3, the average transit times for
electrons and holes are approximately 4 and 17 ps, respectively.
At 10-V dc bias, the electron velocity decreases to its satura-
tion velocity, causing the average electron transit time to in-
crease slightly to 6 ps. The hole velocity at 10-V bias, how-
ever, increases significantly, and the average hole transit time
decreases to 9 ps. For this long-carrier-lifetime GaAs material,
the bandwidth is primarily determined by these transit times.
The 3-dB bandwidths are 14 and 33 GHz for 1- and 10-V bias
cases, respectively.

B. Global Simulations

The presence of the embedding circuit is expected to alter the
performance relative to the device-only simulation. The band-
width should be affected because the reactance in the embed-
ding circuit slows the response of the overall circuit. In order
to determine the effect of the embedding circuit, the photocur-
rents delivered to the load that result from the global simulations
are compared to the short-circuit currents from the device-only
simulations.

Global bandwidth is determined by the interaction between
the device response time and the circuit response time .
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Fig. 4. Comparison of frequency response for device-only (—�—) and global
(— —) simulations at: (a) 1- and (b) 10-V dc bias voltages.

TABLE I
RESPONSIVITY AND BANDWIDTH FOR DEVICE-ONLY

AND GLOBAL SIMULATIONS

The device response time is defined from the bandwidth
- of the device-only response (given in Section III-A) as

-
(15)

The response time of the simple embedding circuit is de-
fined as

(16)

Based on (16), the circuit time constant used in this study is
ps, for and parasitic capacitance of

fF. The corresponding cutoff frequency given by

(17)

is GHz.
Simulation results are presented in Fig. 4 through a compar-

ison of responsivity versus frequency for the same two dc-bias
voltages (1 and 10 V), and incident light intensity (1 kW/cm)
that were used previously for the device-only simulations.
Table I lists the optical responsivities and bandwidths

- .

In the low-bias voltage case, shown in Fig. 4(a), the HF cutoff
for the two simulations is consistent with the device response
time ps being longer than ps. Hence,
the device response time limits the global simulation band-
width. In the high-bias voltage case, shown in Fig. 4(b), the
global response is quite different from the device-only response.
This result is consistent with the device response time

ps being comparable to . Therefore, the global band-
width depends strongly on the interaction between device and
circuit, yielding a reduced 3-dB frequency cutoff of 23 GHz.
The low-frequency cutoff in the global simulation is entirely due
to the effect of the bias-tee circuitry.

IV. CONCLUSION

The global simulation used in the present study calculates the
relationship between terminal voltage and current as functions
of time for a GaAs MSM photodetector with trench electrodes.
Both the physics-based device and the embedding circuit im-
pulse response are modeled in the time domain. A new convo-
lution-based algorithm is used to characterize the photodetector
circuit, and enables a fast global simulation. Two key features
are the reshaping of the impulse response through digital fil-
tering, which reduces the number of discrete time samples by
up to two orders of magnitude, and the use of a linear predictor
for the current so that the number of fixed-point iterations in the
convolution algorithm can be reduced to one. This convolution
technique was demonstrated in a simple photodetector circuit
using the drift–diffusion model for the MSM device. This same
technique can be employed directly with more complex circuits
and more complete physical device models, such as energy bal-
ance or Monte Carlo approaches, to give a complete global sim-
ulation of photonic circuits above 100 GHz.
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